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ENEAGRID/CRESCO6 HPC Infrastructure

All computing facilities in ENEA are integrated within ENEAGRID that is characterized by solid structural components
integrated in a user-friendly environment. The ENEA main computing facility is CRESCO6 that is an HPC system

consisting of 434 nodes/20832 cores with a peak of 1.4 PFlops. The webinar describes how to operate in the
ENEAGRID framework to use CRESCO6 HPC cluster and can be summarized in three main points:

1. How to get auser account in ENEAGRID.
2. How to access to computing facilities.

a. SSH at the front-end nodes.

b. ThinLinc Graphical User Interface.

. ThinLinc client on PC.

ll. dedicated webpage: https://cresco-in-gui.portici.enea.it/main/;

Using ThinLinc it is possible to select the CMAST (Computational MAterials
Science and Technology) profile

3. How to open issues in ENEAGRID.
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ENEAGRID/CRESCO Clusters
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CRESCOG6 (1400 Tflops, 20832 cores)
* 434 nodes 2x24 cores Intel Xeon Platinum 8160 @2.1 GHz;
192 GB RAM, 500GB SATA Il disk, Intel Omni-Path 100 GB/s.

CRESCO4 (40 Tflops, 2048 cores) CRESCO4SM (60 cores)

* 128 nodes 2x8 cores Intel E5-2670 @2.6 GHz; * 5 nodes 2x6 cores Intel E5-2643 v2 @3.5 GHz;
64 GB RAM, 500GB SATA Il disk, IB QDR 40 GB/s. 768 GB RAM, 1TB SATA Il disk, IB QDR 40 GB/s.
CRESCO4F (20 Tflops, 1024 cores) CRESCO4C (10 Tflops, 512 cores)

* 64 nodes 2x8 cores Intel E5-2670 @2.6 GHz; * 32 nodes 2x8 cores Intel E5-2670 @2.6 GHz;

64 GB RAM, 500GB SATA Il disk, IB QDR 40 GB/s. 64 GB RAM, 500GB SATAII disk, IB QDR 40 GB/s.

NEW FORTHCOMING CRESCO CLUSTERS IN 2022
CRESCOY7 (1400Tflops)
» 100 nodes dual socket Sapphire 54 + 10 nodes single socket Sapphire 54, 2 GPU NVIDIAA100;

CRESCO7F
* 8 nodes dual socket AMD, 1 GPU NVIDIA A100 + 8 nodes dual socket IBM PPC 8, 4 GPU NVIDIA P100;
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ENEAGRID/CRESCO Clusters
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ENEAGRID/CRESCO an integrated computational infrastructure
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| Provides a unified user environment and a
. homogeneous access method for all users
irrespective of their location

Authentication via Kerberos 5
CRESCO ' Filesystems:
o « Geographic filesystem AFS/OpenAFS
o S o Ei:iflféli'jﬁfg;iems . Parallel filesystem IBM/GPFS
Resource manager IBM/LSF
User web interface:
« THINLINC
« Jobrama: job status & Accounting
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ENEAGRID/CRESCO Clusters

Outside ENEA network
IS .
cresco-in.portici.enea.it "\§resco-in.frascati.enea.it
cresco-in-gui.portici.enea.it L€rescof-in-gui.frascati.enea.it

—3 3 3

cresco6x001 cresco4x001
cresco4smO1 cresco4fx001 cresco4cx001
cresco6x002 cresco4x002
CRESCO6 CRESCO4 CRESCO4SM CRESCO4F CRESCO4C
424 nodes / 20832 corés 128 nodes / 2048 cores 5 nodes / 60 cores 64 nodes / 1024 cores 32 nodes / 512 cores
each node with each node with each node with each node with each node with
> x Intel Platinum 8160 2 2 x Intel E5-2670 2 x Intel E5-2643 v2 2 x Intel E5-2670 2 x X Intel E5-2670
X 24 cores and 2 x 8 cores 2 x 6 cores and 2 x 8 cores and 2 x 8 cores and
192 GB/RAM 64 GB/RAM 768 GB/RAM 64 GB/RAM 64 GB/RAM
LSF queues: LSF queues:
cresco6_h144 cresco4_h144 LSF queues: LSF queues:
cresco6_48h24 cresco4_16h24 LSF queues: cresco4f_hi44 crescodc hl44
cresco4_256h24 cresco4_h144 cresco4f_16h24 cresco4c__16h24
Omni-Path 100 GB/s IB QDR 40 GB/s IB QDR 40 GB/s IB QDR 40 GB/s
GPES GPFS GPFS
AFS home: ~/PFS/por/  ~IPFS/tmp/ 7’ Ff’F.Sllfra’ = PF/S’”/“"’ 7’ PFS.’C;"‘S’ =/ PF/S’"/”"’
absolute path: /gporg3/store_0/usr/userid/ /gporg2/scratch_0/usr/userj giral Sole DU e gca_3|0 el DI
’ — - /gfraiO/scratch_O/ustr/... /gcasiO/scratch_0/ustr/...

pO -enea.it frascati.enea.it casaccia.enea.it

AFS home:/afs/enea.it/xxx/user/userid/
ENEAGRID
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How to get a user account in ENEAGRID

To get access to the ENEAGRID infrastructure look at ENEA CRESCO PORTAL
www.eneagrid.enea.it/ CRESCOportal/

TERIN Jobrama FRA-POR ......

Al l progetto
Tedat

( HPC User Notices

( HPC News

( HPC Webinars

TERIN-ICT TERIN-ICT-HPC Ticket System

Account Manager

) O ENEN

<
</

Agenzia nazionale per le
nuove tecnologle, I'energia e
1o sviluppo economico soslenibile

new account

- ENEAGRID/CRESCO
Account Request

b

[

= Contacts

= ENEA Phone directory request motivations

Access to CRESCO via
(] cresco seminars w FARO application

Usage Rules
Acknowledgements

\ \
TOOLS AND SERVICES
ENEAGRID TicketSystem

Web access to ENEAGRID uses ThinLinc

Job Monitor~Jobrama

N\ N\
-\
- N -

technology on

-osag = Password verify/change \

Wd cresco-in-gui.portici.enea.it = ENEAGRID Software ENEA.contact (if available) \ \ *&‘

Wam‘ HPCG CRESCO for COVID19 e ENEL it " \ )
VIRTUAL LABS ENEAGRID - CRESCO clusters Docs - ENEAGRID Primer e ENAROX S
ENEA TERIN-ICT-HPC = WARC (intranet) =

EoCoE2 - EXTREME = System Management -
News

= CRESCO HPC Reports 2021/12/03 Environment: ENEA online platform on air quality in Italy = CRESCO Connect Room 7

HPC Connect Room

ENEAGRID Primer
ENEAGRID AFSDataSpace
3D GraphLab

for more information read the

HPC User notices ICT Connect Room
2021/12/23:Presidio ridotto CRESCO dal 24/12/2021 al 09/1/2022 //

CRESC...

Al Connect Room

Patrimonio Culturale Room

= Ateco HPC

= Ateco 3D >>> MAPPE Covid19 da ENEA <<< = Eufusgw Connect Room
= ENEA_PhoneConference

S ENEAICTNevlechs CRESCO4 CLUSTER TEDAT PROJECT - PON 2007-2013

WEBPAGE OF THE CRESCO PON 2002-2006 PROJECT, TENDER 1575

and fill the form at https://gridaccount.enea.it/
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How to get a user account in ENEAGRID

ENERsuin "

new account

2
AN

request motivations

ENEA Employee ENEA - Fellow Educational External

ENEA contact (if available)

8

i S

User account => userid + password

These rules are summarized as follows:

i) the use of the available scheduling system (LSF) for the proper use of computational resources and
the prevention of front-end systems overload;

ii) the appropriate use of the on-line data space, subject to ENEA/ICT quota policies (e.g. contents must
be coherent within the declared activity and activities should not regularly overload storage systems);

iii) the proper use of the identification and authorization systems (e.g.: registered users cannot lend their
credentials to unregistered third party subjects, nor use other people's credentials; the user must provide
an E-mail address and a telephone number and must keep these contact data updated at any time).

Within these general terms, the generation of an account for external users of ENEAGRID/CRESCO
requires the presentation of a document, written on the institution's letterhead, signed by the responsible
officer of the home institution and addressed to:

Al Responsabile di ICT,

ENEA

Lungotevere Thaon di Revel, 76
00196 Rome - ITALY

The document must be provided in pdf format and must be sent as an attachment to an E-mail to
hpc-account-request@enea.it.

The document must specify clearly:

1. the mativation for the interest in the use of ENEAGRID/CRESCO HPC systems;

2. the willingness to comply with conditions i), ii) and iii) of the present document;

3. a short description of the research activity, its objectives and its timetable;

4. the indication of the approximate size of the required computational resources (number of computing
cores, total CPU time, amount of data space);

5. a statement declaring if the computing activity is funded within the framework of national or
international projects; in the latter case, access to the resources will be subjected to the stipulation of a
specific agreement, involving either an appropriate fee for the use of the ENEAGRID/CRESCO
resources, or a form of participation of ENEA/ICT to the project;

6. the willingness to express the scientific acknowledgement of the utilization of ENEAGRID/CRESCO
systems in the case of publications, whose form and extent (thanks, co-signatures, etc.) shall be
determined case by case depending on the amount of computing time utilized by the user and to what
extent the collaboration and support provided by ENEA/ICT staff has been instrumental for the work
being published;

7. the commitment to add acknowledgements for the utilization of the ENEAGRID/CRESCO computing
infrastructure in any paper referring the obtained results and notify ENEA/ICT as soon as the publication
is submitted/accepted. The publication must be notified to ICT by the submission of a specific ticket
"Publication Notification" in the ticketing system https://gridticket.enea.it.
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How to access the computing facilities

There are two modalities of access:

a. SSH at the front-end node cresco-in.portici.enea.it

b. ThinLinc Graphical User Interface
i.  ThinLinc client on PC.

ii. dedicated webpage: https://cresco-in-qui.portici.enea.it/main/
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How to access the computing facilities

SSH at the front-end node cresco-in.portici.enea.it

W giuseps@cresco-in portici.enea it

Terminal  Se: View X server Tools Games Settings Macras Help
L] @ ] ¥ = 1 a
Session Servers  Tools  Games Sessions  View Split Help

- 2 0O= L

Iafslenss Wrsiserigivseps! o

warded

J Name ~

bivio
bin

cineca_makdy

date

Desktop

Documents
Dawnloads
faro-cmast20170407
faro-legs

fontconfig

Grafica
IDLWWorkspacesd

Macros % Tools

T shp

el
Music
BES
Fictures
private
Public - tr
public M N used neither as Fro
publc_htmi from ENEA netwo 1 3
public_okbox om NON ENEA n
Report_Cresco
rpmbuild
Seftware
Templates
st

mp

Videos

tive jobs)

rindisi: nvil
th

Follow terminal fol e frontend or

ssh userid@cresco-in.portici.enea.it

Mobaxterm
https://mobaxterm.mobatek.net/

W giuseps@cresco-in.portici.eneait
Terminal Sessions View X server Tools Games S

5 @ =z
Session  Servers Tools

ngs Macros Help

? $ = L) <} a Ay ©
Gemes Sessions  View Spit  MultiExec Tunneling Packages Settings  Help
(232 giuseps@cresco-in.portici.enea

- 0= % 4 f}easi Sc}eft a Front-end in the following list

« e
, /afsienca tiraluserigiuseps/ Portici: cresco4x001
S & Name = Portici: crescod4x002 (also for interactive jobs)
H Portici: cresco6x001
P biblio Portici: cresco6x002 (also for interactive jobs
bin Portici crescodsmol (node with 768 GB RAM, also for interactive jobs)
2 cineca_moldy Casaccia: crescodcx001
8 g Frascati: cresco4fx001
47 Frascati: xcrescox044  (only for development and test)
L Desktop Brindisi: crescob-nvil (only for AI projects)
8 Documents Select the frontend or (0)exit and logout 3
3 Downloads selected frontend is: cresco6x001.portici.enea.it
= ssh -X giuseps@cresco6x001.portici.enea.it
far-arisa20 L7047 Last login: Mon Jan 31 15:27:28 2022 from crescod-fg2.portici.enea.it
g farorlogs
": fontconfig Welcome to ENEAGRID/CRESCO!
Grafica
1DLWorkapace80 ENEAGRID/CRESCO is the infrastructure of the computational resources of ENEA TERIN-ICT Division
intel [Dipartimento Tecnologie energetiche e Fonti Rinnovabili (TERIN)/Divisione per lo sviluppo Sistemi per 1
isus
Music htt /wvw.ict.enea.it

Information about ENEAGRID/CRESCO can be found at the page: http://www.eneagrid.enea.it
PFS The main computational resources are CRESCO HPC systems: http://www.cresco.enea.it

Pictures located in Portici (main site),Frascati,Casaccia,Brindisi,Bologna
private
Public A primer for ENEAGRID/CRESCO can be found at: http://www.eneagrid.enea.it/ENEAGRID_info.html
5 User support is provided at http://gridticket.enea.it
public
public_html Access conditions & Citation/Acknowledgement rules for ENEA employees:
public_okbox http://www.eneagrid.enea.it/rules/CondizionidiUtilizzoUtenzaENEA.html
o Access conditions & Citation/Acknowledgement rules for non ENEA users
Report_Cresco http://www.eneagrid.enea.it/rules/CondizionidiUtilizzoEN.html
rpmbuild
Software Your username is:
giuseps
Tanpltis Your contact data are
test Mail:simone.giusepponi@enea.it Phone
tmp You are an external user. ENEA contact Mail
Videos *** Please check these data and submit a ticket via ENEA-GRID ticketing
N Ml system (https://gridticket.enea.it) if they are not up to date
< >

ng to the professional edition here: http://mobaxterm.mobatek.net

Informatica e 1'I
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How to access the computing facilities

ThinLinc Graphical User Interface - Client on PC
www.cendio.com

Cendio

ThinLinc’

s Thinlinc ~ Why ThinLinc ~ Who

Cendio’
H H . What is ThinLinc Why ThinLinc Who uses Download Docume
ThinLinc

Contact O
\

Access your Linux Remote Desktop from Linux, macOS, Winc
nd from the browser

ThinLinc downloads

The Linux remote desktop server built on open source technology. ) ) )
Fo < ThinLinc Clients
=. Windows 32-bit/64-bit -
Log4Shell Vulnerability Announcement
" macOS - 64-bit %
We have had several queries over the past few days regarding the recently disclosed “Log4Shell 1" vuinerability (CVE-2
As ThinLinc does not contain Java at all, the product is unaffected by this vulnerability.
A Linux RPM 32-bit 64-bit ARMV7 hard-float
Join the discussion at community.thinlinc. cor -
A Linux DEB 32-bit 64-bit ARMV7 hard-float
[\ Linux tar.gz 32-bit 64-bit ARMV7 hard-float
What is ThinLinc? Why ThinLinc? whq For Administrators - ThinLinc Server (Linux only)
ThinLinc is a software that enables o Our ambition is to make ThinLinc, our software, "The best ThinLinc users ar Cendio offers these downloads primarily for evaluation and testing purposes. For large organizations, multiple testing licenses and technical support are provided during the
plement a Linux server-based col SBC Linux e Deskiop home use, single evaluation upon request. This download is also available for small user groups and home users for free, with a maximum of 5 concurrent users, for more details see the FAQ
e s > Let us explain, through ThinLinc ¢ properties, why we international corp
ta cent h think ThinLinc is the solution for fulfilling your Linux user education, manuf - -
accessible,
Other ThinLinc Client versions

m ENEAGRID/CRESCO6 High Performance Computing Infrastructure - Webinar - 8t February 2022 10


http://www.cendio.com/

How to access the computing facilities

ThinLinc Graphical User Interface
Client on PC

ThinLinc Client Options

&

Cendis ) Options | Local Devices | Screen | Optimization | Security
ThinLinc

Export Local Resources

_)Sound

Username: ‘ ,‘Senal Ports

Passwilig: | | ¥ Drives | Details... |
_IPrinte

> _ISmart Okd Readers

[_IEnd existing sessio Options...

‘ Exit | Advanced<< ‘ | Connect :‘

| Enter username and password togonnect.

ENEAGRID userid and password

\ Cancel ‘ | oK 4 ‘

For example the hard disk of the PC
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How to access the computing facilities

ThinLinc Graphical User Interface - dedicated webpage
https://cresco-in-gui.portici.enea.it/main/

File Modifica Visualizza Cronologia Segnalibri Strumenti Aiuto — o X
s ThinLinc X +
o C @ O 8 httpsy//er in-gui.portici.enea.it/ma B % g O —
Cendio®
ThinLinc’
Usernam
Passwor d
Login
Version 4.9.0 (build 5775) on cresco-in-gui.portici.enea.it
Copyright © Cendio AB 2018

ENEAGRID userid and password
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How to access the computing facilities

ThinLinc Graphical User Interface
CMAST profile

Welcome to ENEAGRID Web Interface

Welcome to ENEAGRID Web Interface

Select a profile below: Screen shot:

Wir

[ ( ;
ﬁThinLinc quit {  Forwar d

B8 Windows d p (log E E
(= a
BR Windows desktop Cobranv1 (login ASIE)
€ GNOMED
) iption: . -
€ oNomE Desktog Mast - Com I M d
hnology
K3 xoe o
& 3
§ ONEE wos desktop Hd “ Q

ional MAterials Science
NEBUS Project - Windwos
s < ;
&ThinLinc Quit Back oK

CMAST virtual lab
Computational MAterials Science and Technology
http://www.afs.enea.it/project/cmast
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How to access the computing facilities

ThinLinc Graphical User Interface
CMAST profile

giuseps@cresco4-fg2.portici.enea.it - ThinLinc Client

| & Grace: bands2.agr (cresco6x002.portici.enea.it) &5 POSCAR_NiO-VNi_M. - VESTA (cresco6x002.portici.enea.it)
File Edit Data Plot View Window o File Edit View Objects Utilities Help
=== = — = = & Gr (2] L] i _
GO: X, ¥ = [249592, 0.218487] a bl c a2 b ¢ D ¢ ¥ & A A P stepl)s50 2 § € v
Draw r L Y
k < Style |> | POSCAR_NiO-VNi_MAPI.vasp
A Pre]
V| Structural t Sy
zlz| N  Show
:I 1' Show
3 il ° "' Style
3 > Ball-ar al
AutoT o ° q Q M
= ° Space Wl Lo ol
9
AutoO 2 VESTA d} Polyhe 5 %5
2x| 2| Z- Wiz 1]
o e | o | 5
ax| av| g @ & Stick @l @
P2[pu]| = §F | Volumetric i &%
Pol gy > dtar s
SD:1 . b . oo
cwio ﬁ g
o
Exit o—"a »
23
ypen Visualization Tool) - 1 2
lit Scripting Options He
3 f Output | Summal comment
o Eae® | Outeut] =
14 L] bd v
0.00 0.25 0.5
| Rot +X || Rot| & 3 L4 Add modification... -
Rot +Y | Rot - L ] " iepiay =P
. % . .| Simulation cell =
Rot +Z || Rot - U o LI v Particles
e 2w G BT Madifications
Rotation+zoom 1 & 3
buttons mode: E e ] p 5 1 Histogram
2 T ] 1 3 . Common neighbor analys
Discrete . . ; 2 .
sy @ . . Delete selected particles
Flick-and-h R T p - Invert selection
Flick-and-cli I s % 2 b, & ] Construct surface mesh | | @
B 5 T %
£ E e Color coding
. § !
Rotation ’—] = = P select
step; - 0 Assign color
10 < »
el
! —0—’ 168 External file 2 B
] 49504950 | g < [> o> 1 Q WO [ =] & 0
v SEE = i & B8R ¢
—— 0 0 magoa s
17 | : I i 4950 v Q \_DJﬁﬂ > ‘u‘ Data source -
— —
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How to access the computing facilities

ThinLinc Graphical User Interface
KDE desktop profile

5 giuseps @erescod-fo2 portci enea 1 - Thinkine

e frastructure - V b KEP - M fox T o e

Viperlab - Viperiab x | \¢ Infrastructure - Vipertat x | +
A v file Edit View Go Tools Settings Help

« cC @ El vumvm-« (O3 noe® = » @ o @Reload - :  @WFind W Preview | 4+ Split
£ Most Visited W Red Hat W Red Hat Magazine W Re rk W Red Hat Support < Sci-Hub: removing b Place & /afs/enea.it/frajuser/giuseps/ ave

Welcome to ENEAGRID Web Interface

5 Home A
# ViperlabProject Newsletter Usefullinks Job opportunities  Contacts  Logi @ Network = _— [ . ~—
I Root = = =c —} E
Trash biblio bin cineca_moldy  cresco_sp25_ data Desktop Documents  Downloads
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Device:
I FULLY CONNECTED VIRTUAL and PHYSICAL : o — — S —
BooachouiD) L] —] ] =] = —_— =
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How to access the computing facilities

ThinLinc Graphical User Interface
CMAST Lab

LAMMPS Molecular Dynamics Simulator

{ @HUHIUMESPNSSD [Rpp—

5 iusepsscescos-fg2 o it - Thintinc Cient
New Activity

- r
b the main deveto
e o deviop

Fle Edit View Bookmarks Settings Help s "
8

Program PWSCF v.7.0 starts on 25]an2022 at 12: ©:29 Aug 10
This program is part of the open-source Quantum ESPRESSO suite s Relotd Saftware  Contert  User Support
for quantum simulation of materials; please cite

"P. Giannozzi et al., J. Phys.:Condens. Matter 21 395502 (2009);
P. Giannozzi et al., J. Phys.:Condens. Matter 29 465901 (2017):
"P. Giannozzi et al., ). Chem. Phys. 152 154105 (2020);
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|  David Vanderbilt (Rutgers Un B giusepsecrescosxBol ~> gmx mpi e . .
| Nicola Marzari (EPFL) * . ) GROMACS - gmx_mpi, 2020-UNCHECKED ( .
| 1Ivo Souza (Universida ~ ewees . ae . s sennn GROACS 15 written by: . -
| Arash A. Mostofi (Imperial C Emile Apol Rossen Apostolov Paul Baver  Herman J.C. Berendsen
| Jonathan R. Yates (University VERSION 4.1-rexported Par Bjelkmar Christian Blau Viacheslav Bolnykh Kevin Boyd
LATERT HEWS PLEASECITH | Aldert van Buuren Rudi van Drunen  Anton Feenstra Alan Gray
| For the full list of Wannier9e COPYRIGHT Gerrit Groenhof Anca Hamuraru Vincent Hindriksen M. Eric Irrgang oozt it O dem bt oy vt gt
g | please check the code documenta 1BM RESEARCH DIVISION Al:ksei 'I(uulnov (hv\jlnthJungnnns 3 J?e J;vgdn mm;uuzs Karkoulis Faatures and spplaions
avplction, G eter Kasson iri Kraus arsten Kutzner er Larsson
b a F T
T o M b TP e ] it | README on the GitHub page of th MPI FESTKOERPERFORSCHUNG STUTTGART e taiharer I e R el il i "
from 14 o-dary school 1) pubsic ationd | Pascal Merz Pieter Meulenhoff Teemu Murtola Szilard Pall i
| The CPMD consortium Sander Pronk Roland Schulz Michael Shirts  Alexey Shvetsov
— i TGk eias z PlainText v Tab Width: 8 + Home Page: http://wew.cpnd.org Alfons Sijbers Peter Tieleman Jon Vincent Teesu Virolainen
> e Mailing List: cpmd-list@cpmd.org Christian Wennberg Maarten Wolf Artes Zhmurov
E-mail: ped.org and the project leaders:

Mark Abraham, Berk Hess, Erik Lindahl, and David van der
The nethertands. | CHRGIMIACS

Copyright (c) 1991-2000, University of Groningen,
Copyright (c) 2001-2019, The GROMACS development team at - = GROMACS

. T mcelss v ms
Uppsala University, Stockholm University and
the Royal Institute of Technology, Sweden. — =
check out http://www.gromacs.org for more information -

GROMACS is free software; you can redistribute it and/or modify it o

- cresco6x001 a giuseps  bash -

C L O

i 2
What is CPMD ? @

Want to get involved

The CPMD code is a parallelized plane wave / pseudopotential
particularly desi GROMACS survey

mplementation of Density

for ab-initio molecular dyn:
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How to open issues in ENEAGRID

To open an issues in ENEAGRID go at www.eneagrid.enea.it/ CRESCOportal/

Home TERIN TERIN-ICT TERIN-ICT-HPC Account Manac er Ticket System 'obrama FRA-POR

> 7 /’IY{’\’c tto 5 y w{ } m
Tedat o

ot

) > ¢

Agenzia nazionale per le

4 o ol Dsblowesoonme

| ~ nuove tecnologie, | energia e

4 ills o wolle . Hroscn ol Sl Ko » o sviluppo economico sosienibile

1

-
( HPC User Notices - .
CRESCO: Computational RESsearch Centre on COmplex systems

( HPC News M sign In

( HPC Webinars
£} Ssupport Center Home [-3 Open a New Ticket [2) check Ticket status

Access to CRESCO via
( cresco seminars w FARO application

Usage Rules
Acknowledgements

Welcome to the ENEAGrid ticketing system!

Sign in with your ENEAGRID credentials to ask for support on issues concerning scientific computing on the
ID/CRESCO infrastructure.

Web access to ENEAGRID uses ThinLinc

Users who need support on ENEA standard IT services (Mail,E-Learning,Videoconf,..) and Network (WiFi,VPN,..)
should instead access the site ticketing.enea.it

: 5 technology on
- swo it
cresco-in-gui.portici.enea.it
1If you decide to submit a ticket, please try to make the ticket subject as informative as you can and in the text
soa’ PGG CRESCO for COVID19 state clearly the system where you are working on: this will help us quickly identify your needs and give you a
‘Q‘ H fast reply (e.g. avoid subjects such as "Problem” or "Help”)
VIRTUAL LABS ENEAGRID - CRESCO clusters Docs - ENEAGRID Primer Bear in mind that several experts may happen to work on your issue. Accordingly, your ticket may change status
before you receive our final response. Notice that status changes always require and come with a short
ENEA TERIN-ICT-HPC explanation.
EoCoE2 - EXTREME Be patient... our staff will provide a response as quickly as possible. Anonymous ticket submission is not
allowed.

News
2021/12/03 Environment: ENEA online platform on air quality in Italy

HPC User Notices : last announcement

CRESCO HPC Reports
ENEAGRID Primer
ENEAGRID AFSDataSpace

HPC User notices
2021/12/23:Presidio ridotto CRESCO dal 24/12/2021 al 09/1/2022 //

Check Ticket Status

Open a New Ticket

0 We provide archives and history of all

= 3D GraphLab
= Ateco HPC CRESC... i::;l::;r:;:ha:l::::e:upport requests
>> i -
= Ateco 3D >>> MAPPE Covid19 da ENEA <<<
_Ileck Ticket Status
& ENESICTlienicchs CRESCO4 CLUSTER TEDAT PROJECT - PON 2007-2013

WEBPAGE OF THE CRESCO PON 2002-2006 PROJECT, TENDER 1575

L

| ENEN

or directly at https://gridticket.enea.it/

© About
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https://gridticket.enea.it/
http://www.eneagrid.enea.it/CRESCOportal/

How to open issues in ENEAGRID

ENERsein

22 Support Center Home 3 Check Ticket status

M giuseps | Profile | Tickets (56) - sign out

£ support Center Home LJ Open 3 New Ticket _| Tickets (56) [=) overview

o —

Open a New Ticket

please ill in the form below to open a new ticket. Try to make the Issue Summary as informative as you can:
this will help us quickly identify the issue (e.g. avoid generic terms such as "Problem” or "elp"). Please add
in the Issue Details 3 z o

Help Topic:

[—SelectatepTopic— v =

Email: simone. g1UsepponIgensa. it
Client: giuseps

Ticket Details

Issue Summary: Il =

Issue Details:

<> 9 B I U & = = = ;= @ H B & F — w

Priority Level: | Normal v)

Create Ticket] (Reset] (Cancel

white window and you cannot login, please go "
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Simone Giusepponi

simone.giusepponi@enea.it
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